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1. Introduction

Developing a system that learns meaningful representations of patient radiology data for
downstream tasks is one challenge in the healthcare domain that machine learning can ad-
dress (Ghassemi et al., 2020). This is particularly important in the healthcare domain as
manually labeled radiology datasets are not in abundance so leveraging unlabeled informa-
tion is particularly advantageous for pre-training models. Recent studies have shown that
it is better to pre-train exclusively on healthcare datasets rather than using transfer learn-
ing with large non-healthcare models to avoid incorporating non-medical features into the
representation (Krishnan et al., 2022) — further emphasizing the need for self-supervised
learning in healthcare. Moreover, self-supervised pre-training can leverage multimodal data,
such as radiology text reports and x-ray images, to further enrich the quality of representa-
tion learning. Radiology reports, often used from the MIMIC-CXR dataset (Johnson et al.,
2019), are especially useful as they contain information rich sections such as FINDINGS and
IMPRESSIONS, but it is unclear how much contrastive learning frameworks actually learn
from these important sections. In this project, we will examine the importance of different
radiology sections, and modify an existing contrastive learning framework to improve upon
the quality of representations using the radiology text data. Our goal is to investigate the
following research questions:

e RQ1: What section or combination of sections from a radiology text report result in
a better representation?

e RQ2: How can a contrastive learning framework be improved to leverage more infor-
mation from these sections?

We want to see how a multimodal contrastive learning framework utilize the sections
of a radiology report and whether an existing framework can be improved if they are not
utilizing the full information of text data. Radiology reports contain several sections, such
as impressions, findings, indications, and examinations, but we focus on the two main
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sections which contain the most information about the patient — findings and impressions.
We compared the results of models trained with different combinations of the text report
sections, and modify an existing architecture to see the extend which we could improve the
mutual information and learning.

2. Related Work

ConVIRT (Zhang et al., 2021) In this paper, the authors propose a method for learn-
ing visual representations of medical images using unsupervised learning, shown in Figure 1.
They do this by pairing images with text data and training a model to encode the images
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Figure 1: Model architecture introduced in ConVIRT. Image and text are paired and fed
into encoders. {(*7%) and {(“~?) are bidirectional losses from matching image and
report which are defined in Equation (2).

using a bidirectional contrastive objective. The authors then test their method on the down-
stream task by transferring the pretrained weights to various medical image classification
and zero-shot retrieval tasks. They find that their method leads to image representations
that outperform strong baselines in most settings. For this research, we will also be working
on the same architecture to find out the performance of different sections in a radiology
report.

GLORIA (Huang et al., 2021) This paper proposes a framework for learning global
and local representations of medical images using attention-based techniques. The authors
focus on contrasting image sub-regions with the corresponding text in the associated re-
ports. They generate context aware local representations of images by learning attention
weights that emphasize significant image sub-regions for a particular word which in turn
would improve performance in various medical image recognition tasks, including image-
text retrieval, classification, and segmentation, using limited labeled data. This paper is to
develop label-efficient multi-modal medical imaging representations by leveraging radiology
reports. In order to learn the attention weights, it is necessary to learn the local representa-
tion while the images and the texts are similar, a global representation needs to be learned.
The results show that this approach is effective and efficient in these tasks.

PubMedCLIP (Eslami et al., 2021) A new model which is developed on original
CLIP model for medical Q&A datasets. The experiments are conducted on two MedVQA
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benchmark datasets and investigate two MedVQA methods, MEVF (Mixture of Enhanced
Visual Features) and QCR (Question answering via Conditional Reasoning).

MoCo-CXR (Sowrirajan et al., 2021) An adaptation of the contrastive learning
method Momentum Contrast (MoCo) to produce models with better representations and
initializations for the detection of pathologies in chest X-rays.

BioViL (Boecking et al., 2022) BioViL is a machine learning model which uses both
text and images to perform the learning in a contrastive way. It pretrains the text encoder
on a very large corpus of radiology reports including MIMIC-CXR, MIMIC-IIT and PubMed
and this model is named CXR-BERT. Then they use this learnings in their BioViLL model
to perform the downstream task of pneumonia segmentation and they outperform all the
state of the art model.

3. Methods
3.1. Problem Definition

The first step of our project will be to use the ConVIRT contrastive learning framework
to learn a rich representation of radiology images and reports. Machine learning models in
healthcare particularly have to deal with a lack of labeled data for training, so pre-training
image and text encoders on a large corpus is advantageous for boosting model performance
on downstream tasks. MIMIC-CXR particularly emphasizes two sections FINDINGS and
IMPRESSIONS as areas of interest within the reports, and prior work generally involves
making use of these sections, but it is not clear if both sections contribute equally towards
the representation learning task. To investigate this, we we will compare pre-training with
the FINDINGS, IMPRESSIONS and both FINDINGS & IMPRESSIONS sections of the text reports
to achieve a better understanding of how important these sections are — the model pre-
trained with both sections will serve as our baseline as we anticipate this will perform
the best as it can leverage data from both report sections. We also modify the ConVIRT
architecture (Modified ConVIRT) in an attempt to further improve upon the baseline when
training on both sections of the radiology reports to answer RQ2. The architecture remains
the same as shown in Figure 1. However, there is one change in the text input pre-porcessing
where in the ConVIRT paper they pass randomly sampled sentences from the entire report.
Instead, we pass all the sentences of the two sections of the report for which we are checking.
The aforementioned self-supervised learning frameworks have shown that image and text
representations can be improved for downstream tasks through mutual information during
the pre-training phase, so we aim to further enforce this phenomenon with our Modified
ConVIRT architecture.

3.2. Modified ConVIRT

There are two major changes based on the original ConVIRT model. The first change
centered around the text input branch where we separate the text input into two different
branches — one for the FINDINGS section and one for the IMPRESSIONS section. For the two
text new branches, each section of the text report is fed separately into the text encoder
and then into the same MLP projection network as seen in the original ConVIRT setup as
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Figure 2: The Modified ConVIRT model

seen in Figure 2. These projected text representations are then aggregated and averaged
together to represent the overall text representation of the two different sections, and we
use this new text representation in the original loss function.

The second change we made is that we extended the loss function. As we separated
the text branch into two for each report section, we want to ensure that the model utilizes
both of these sections efficiently and that the report section representations are aligned. We
introduce a local loss term to address this:
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where « € [0, 1] is a scalar weight, and ﬂgfnd_}imp), Egimp_}fnd) are the FINDINGS-to-IMPRESSIONS
and IMPRESSIONS-to-FINDINGS contrastive loss terms respectively. We define the contrastive
loss between the i-th pair of two different representations using the ConVIRT formula:
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where (u;,v;) = u]v;/||u;|||vi| is the cosine similarity and 7 € RT is the temperature
parameter. We denote the loss between the aggregate text representation and the image
representation as Lgiopqr Which follows the Equation (1) formula except with image-to-text
and text-to-image contrastive terms. As a final calculation, we use a weighted sum of the
local and global loss for our overall loss: £ = A Ljpeqr + (1 — ) - Lgiopar where A € [0,1] is
a scalar weight.

4. Data and Experiment Setup
4.1. Data

MIMIC-CXR The MIMIC Chest X-ray Database is a collection of chest radiographs
in DICOM format with associated text reports. It includes 377,110 images from 227,835
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radiographic studies conducted at the Beth Israel Deaconess Medical Center in Boston. In
Figures 3 and 4, we showcase an example of image and report sample from the dataset.
Since we were interested in how FINDINGS and IMPRESSIONS contribute differently in rep-
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Figure 3: MIMIC-CXR image sample data Figure 4: MIMIC-CXR report sample data

resentation learning, we first filtered reports with both sections. We then extracted two
sections from the reports and integrated FINDINGS and IMPRESSIONS into two separate
datasets for later experiments.

MURA The MURA dataset consists of 40,561 X-ray images of bones from 14,863 studies
and algorithms are used to analyze these images to determine if there are any abnormal-
ities present. These musculoskeletal conditions, which affect a large portion of the global
population, can cause significant pain and disability and often require emergency care. We
utilized image data and labels indicating abnormality for evaluation tasks. This dataset did
not require data preprocessing and we fed image data and labels directly to the model.

CheXpert A large dataset consists of 224,316 chest radiographs of 65,240 patients. A
labeler is designed to automatically detect the presence of 14 observations in radiology
reports, capturing uncertainties inherent in radiograph interpretation. If the labeler detects
evidence indicating the abnormality, the image has label 1, else -1. If the labeler is unsure
about an observation, it will assign label 0 to the image. We only used 8 observations in the
dataset and they are atelectasis, cardiomegaly, edema, fracture, pleural effusion, pneumonia,
pneumothorazx, and a special no finding category indicating that no obvious abnormality is
found in the image.

Data Split The train/test split on MURA is 80/20 and CheXpert already has a train/valid
split, where the training set has 223,415 images, and the validation set has 235 images. To
create a new valid and test dataset, we used an 80/20 split on the given validation set.

4.2. Experiments

4.2.1. PRE-TRAINING

The first experiment to run was training the four different contrastive models on the MIMIC-
CXR dataset:

1. ConVIRT trained with both the FINDINGS and IMPRESSIONS sections included in the
text report — this is our baseline.
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2. ConVIRT trained with only the FINDINGS section in the text report.
3. ConVIRT trained with only the IMPRESSIONS section in the text report.

4. Modified ConVIRT trained with both the FINDINGS and IMPRESSIONS sections which
are passed separately to the model.

In this pre-training task, we train each of the four approaches on a single GPU for 30
epochs using 10% of the MIMIC-CXR dataset. We are only able to use thir proportion
of the data due to limitations with HPC — see section 6 for more details. We utilize a
ResNet-18 He et al. (2016) initialized with random weights for our image encoder, and the
pre-trained BioClinicalBERT Alsentzer et al. (2019) as our text encoder in each model.
Additionally, we used the AdamW optimizer Loshchilov and Hutter (2019) and include our
hyperparameters specifications in Table 1.

Hyperparameter Value
Learning Rate 1.0-107°

Image Projection Hidden Dimension 1024
Text Projection Hidden Dimension 1024
Image Projection Output Dimension 512
Text Projection Output Dimension 512
Temperature 0.1

ConVIRT Loss Scalar 0.75
Modified ConVIRT Global Loss Scalar 0.75
Modified ConVIRT Local Loss Scalar 0.75
Modified ConVIRT Total Loss Scalar 0.75

Table 1: Hyperparameter values used during pre-training

4.2.2. EVALUATION

Metrics As we use the model to classify each radiology image, we chose F_1 score as our

metric, where Fy = 2 % Lrecisionsrecall ©prcigion s ratio of the true positive to the sum of
precision+recall

true positive and false positive; recall is the ratio of the true positive to the sum of true

positive and false negative.

Model Evaluation We evaluated models on two downstream radiology classification
tasks: linear classification and fine-tuning inspired from ConVIRT paper with the MURA
(Rajpurkar et al., 2018) and CheXpert (Irvin et al., 2019) datasets. For linear classifica-
tion, we freezed image encoder and only allow fine-tuning of linear classification head. This
experiment is designed to assess the quality of learned representations as we only allow
changes to the weights of the linear classifier. For the fine-tuning experiment, we allowed
changes on both the image encoder and linear classification head to assess real-world prac-
tical usage of such models. For both experiments, we train for 10 epochs and allow for early
stopping based on the validation F1 score. We also used cross entropy as a loss function
and the AdamW optimizer. Finally, we experiment with using 10% or 100% of the MURA
and CheXpert datasets for further assessment of our learned representations.
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Model / Input Dataset | Task Data Proportion | F1
Baseline MURA Fine-tune 100% 69.13
10% 61.24
Linear Classification | 100% 53.77
10% 52.05
Baseline CheXpert | Fine-tune 100% 41.66
10% 38.89
Linear Classification | 100% 19.44
10% 13.89
Imp & Find MURA Fine-tune 100% 68.44
10% 58.34
Linear Classification | 100% 51.21
10% 51.58
Imp & Find CheXpert | Fine-tune 100% 38.89
10% 36.11
Linear Classification | 100% 16.67
10% 8.33
Modified ConVIRT | MURA Fine-tune 100% 66.44
10% 61.43
Linear Classification | 100% 53.52
10% 52.08
Modified ConVIRT | CheXpert | Fine-tune 100% 38.89
10% 25.00
Linear Classification | 100% 27.78
10% 16.66

Table 2: Results

5. Results

We showcase the downstream evaluation experimental results in Table 2. In answering
RQ1, we noticed the F1 score of the ConVIRT models trained exclusively on either the
FINDINGS or IMPRESSIONS sections resulted in the same performance. Also, the architecture
of modified ConVIRT is very similar to the BioVIL architecture but the loss functions are
different and we expected the same results as in the baseline model since that is also using
both the sections.

6. Discussion and Limitations

We conclude that both sections contribute equally and one possible reason is that IMPRES-
SIONS section summarizes the most important ideas from the FINDINGS section such that
the learned text representations are similar. Another possible limitation is that we filtered
out reports containing only either FINDING or IMPRESSIONS, so the training set decreased
from 337k to 225k due to this preprocessing step. We also find that our Modified ConVIRT
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model does not dramatically improve on the information from the report sections, and more
work would need to be done to explore RQ2.

A potential issue we have is the labeler used in ConVIRT paper introduced in section
4.1. Even if the labeler has a good performance, the accuracy of labeling an image is not
100%. Without help from professional clinicians and their annotations, we were not able to
confirm if the labels assigned by the labeler are the ground truth. We hope, in the future,
there is more manually annotated data in order to ensure the accuracy and performance of
the model.

We also encountered some other limitations relating to computing resources. Due to
issues of parallelizing our training jobs with multiple GPUs, we were able to train only
30 epochs whereas the model was trained for 200 epochs in the paper, so it is reasonable
that our models are underfitting the data. Furthermore, we had may interruptions with
our workflow due to low utilization of the GPU during pre-training. We observed that our
GPU utilization was noisy and sometimes resulted in jobs being killed pre-maturely, and
we could not increase the batch size as the GPU memory was maximized.

7. Contributions

An overview of the team’s contributions is summarized below and a link to our code is
provided':
e Xu
Text report pre-processing
Hyperparameter tuning
Initial presentation slide deck
Modified ConVIRT loss
Downstream evaluation experiments

Final report

e Carter
Code workflow
Modified ConVIRT architecture
Pre-training experiments
Downstream evaluation experiments
Presentation slides

Final report

e Valay
MIMIC-CXR access and pre-processing

Pre-training experiments

1. https://github.com/valay-shah/MLH_Fall22
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SLURM management
Text report pre-processing
Presentation slides

Final report
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